Enterprise Strategy Group Getting to the bigger truthu

S 0.0.0.9
9.0.0.9.0.9
0.0‘0‘0.0‘0.0

/N

S 0,0.0.0.0 4
OXXAXXK SN
/&

¢CSOKYAOFE +FfARIFGA?Z

~

hLIOAYAT AYy3 9FFAOASY O
{a1F 01 /L

| T dzNB 12 ENIBHR /682 «
RSNYATI Sa Ly¥F0»
LYONBI 485a 9+

ByJack Poller, Senior Analyst
July2021

This ESGechnical Validatiowas commissioned bylicrosoftand is distributed under license from ESG.

© 2021by The Enterprise Strategyo@p, Inc. All Rights Reserved.



EE Technical Validatio®ptimizing Efficiency and Performance with Azure Stack HCI 2

110 o [8 o1 1 o] o H PP PP TR PP 3
S Fo 1ot (o (018 ] o [0 ISP P PP PPPPPPPRPPPPR 3
AZUIE STACK HCL. ...ttt e e oottt e e e e e e s bbbttt e e e oo e bbb e et e e e e e s sbbbs e e e e e e e anbbnneeaaeeas 4
ESG TeChNICAl VAITALIAN ...ttt e e et e e e e e s e e e e et e e e e aneeas 7
Simplicity and Flexibility of LOCAl OPEIatiOnS. . ........uuuuiiiiiiiiiiiieiiiiiiei ittt e e e e e e e e e e e e s s s rrrereeeees 7
S T 1= 1o 7
Simplicity and Flexibility Of CloUd OPEratiONS. ...........euiiiiiiiiiieiii et e s e e e e e anneees 11
ST G =T 1] oo OO PPPPPPPPPRN 11
Performance and SCalBilly ................oooiiiiiiiii e e e ——————————————aas 14
S TR 1= 1o P 14
Azure Stack HCI Storage Throughput: What the Numbers Mean..............ccoorviiiiii e 15
Azure Stack HCI Storage Response Time: WhBUhEErs Mean..........ccooovviviiiiiiiiiiiiieeec e 15
Azure Stack HCI OLTP Performance: What the Numbers.Mean............ccooviiiiii i 16
(e[0T el oT g (o] 0 o= o (ol TP PO PP PPPPRN 18
Azure Stack HCI HammerDB Price/Performancet\tiie Numbers Mean.............cccovvveiiiiiiie e 19

R ALCR =11 [ [=] o I 1011 o BT TP PP PPPPP PP 21

Y o] 0= o [P OPTUPPPTPPTPPPPPPPRPP 23

ES@ echnicaValidatiors

The goal of ESGechnicaValidatiorsis to educate IT professionals abmfbrmation
technologysolutionsfor companies of all types and sizes. E&nicaValidationsare not meant to replace
the evaluation process that should be conducted before making purchasing decisions, bubratbeide
insight into these emerging technologies. Our objectiveo exploresome of the more valuable
featuresandfunctions of IT solutions, show how they can be used to solve real customer pradms,
identify any areas needing improvement. HieD + | £ A R | dxge tifirdgardylpefpective is based
on our own handsn testing as well as on interviews with customers who use these products in produ
environments.
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Introduction

This ESG Technical Validation highligiiebenefits of cloudlelivered cloudmanagedon-premises Azure Stack HCI. We
focus on thesimplicity, flexibility, scalability, and performance capabilities of Azure StatidHil$0 examine the delivery
as a srvice and how integration with the Azure management plane prowit@stegratecand more efficient
management experience.

Background

As organizations modernize their IT infrastructoranyare shifting from a traditional thretger architecture to a
hyperconverged infrastructure (HCI). This architecture integrates compute, storage, networking, and virtualization into a
single platform with a unified management plane. HCI platfénatsieliver a cloudike experience ofpremises

accelerateghe transitionto hybrid multicloudandenablesimple and rapid mobility of clouthtive applications between

the public cloud and an goremises private cloud.hese capabilities drive organizations to siwe HGland, acording to

ESG research, HCI Isggificatly been gainingnomentumyear over year (seféigurel).!

Figurel. OnpremisesStorageTechnologiesn Use
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infrastructure was one of the areas of data center modernization in which they would make the most significant
investments in 2020, and 93% ofanizations indicated that spending on hyperconverged techneloghd be sustained

at current levels or increase in 2020.

1 Source: ESG Master Survey ResB49 Data Storage Trendsovember 2019.
2 Source: ESG Master Survey ResR20 Technology Spending Intentions Syrdaguary 2020.
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As organizations make accommodations for workplace changes from the COVID p&idémigrganizations will
increase their origim 2020 budgets to invest in private/hybrid cloud infrastructure software and 20% will increase their
2020 budgets for data center infrastructir@rganizationsiewhyperconverged and cloud infrastructuasan integral

part of their modernization sttagy,andHCIlis now powering missiecritical production applications.

Azure Stack HCI

Azure Stack HCI is a hyperconverged infrastructure host operating system desiglicrddnft to pool orpremises and
cloud resourcegnaximizingtorage, performancescalability, and functionalitpow with built-in Azure hybrid capabilities
Aspart of theirAzuresubscriptioncustomerswill get regular feature and security updates Azure Stack HCI.
Organizations can use Azure Stack HCI to run Windows and Linux virtual nsexchowegainerized applications-
premises or at the edgé&veraging existing tools, processes, andssk#l. Dataenters can extend to the cloud with Azure
Backup, Azure lghitor, and Azure Security Centand Microsoft is continuing to adgzureservicego this list

Microsoft designed Azure Stack HCI to take advantage of cloud capabilities with simplified access to cloud managemen
and Azure services. Azure Stack HGblesaprganizations to modernize their infrastructure and consolidate virtualized
workloads, reducing costs and increasing efficiency.

Faur pillars informed thelesign andlevelopment of Azure Stack HCI:

Azure hybrid by designCentrally manage and monitatusters ( Y E )
from Azure Portal and benefit from fleet management for hosts & —c
VMs using ative integration with Azure Arc and Azure Monitor, ar RMJ= .GJIL9D

OAL@ RMJf 5AF<GOK <Ej

connections to Azure hybrid services like ARetender Azure
Backup, and Azure Site Recovery

N

Yau
N

~N

am B

5AF<GOK 1=;]\N=J *4ARKM P 4+)

Enterprise scaland great price performanceModernize compute
and storage infrastructure, consolidate virtualized and containerizy
workloads, and reduce costs while gaining cloud efficiencies on

premises.

Simplifed operations Leverage familiar Windows Server, Hyper ) <o AF
PowerShelland Azure skifiets to simplifjand accelerate

deployment, management, automation, and orchestration. Azure Stack HCI

Deployment flexibility Deploy using applianeléke solutions

. - e 49DA<9L=< .9JLF=J
validated anq optlmlze.d for specific use cases or leverage the . 5AL@ 'FL=D 2=: @FG
comprehensive portfolio of x86 servers and hardvear@ponents
to customize a platform to meet specific performance, capacity,
scalability, and cost requireents.

TheAzure Stack H&lundation incorporates thelyperV virtual machinénypervisorthe same hypervisor that powers the
Azure public cloudStorage Spaces Direct softwalefined storage (SDS), and network virtualization (softdefieed
networking, SDN)Local deployment and managemeisiethe familiar Windows Admin Cente&ystem Centeand/or
PowerShelland Azure integration pradesa cloud management plane. Azure Stack HCI integrates Azure services into

3 Source ESG Master Survey Reslultschnology Impact of COVID: IT Decision Maker (ITDM) Vievay 2020.
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Windows Admin Center for offsite baigs, site recovery, and clodidsed monitoringwith other services always being
added Administrators can script automation and orchestration using PowerShell.

Key softwaredefined storage features include fault tolerastmilar to RAIRndimplementedvia software stretch
clustering withstorage replication fobusiness continuity/disaster recoveBQ/DR and a cloud witness for quorym
security via data encryption at rest andlight; andefficacyvia a kerneembedded architecture, RDMA, data
deduplication, data compressioand perVM quality ofservice QoS input/output per secondIOP $limits. Azure Stack
HCI can scaleut and scalaip from two to 16 servers and eight to 400 storage devioetudingintel OptaneNVMeSSDs
NANDNVMe SATA, and SAH to a maximum of 4 PBtel Optane persistent memory, NVDIMM limmemory;
persistent memorycachingand realtime tiering enhance performanaand VM density

Azure Stack HCI inclueoftwaredefined networking and network virtualization features including host and guest RDMA,
tenant isolation, distributed routers, virtual network peering, and QoS. SDN provides fault tolerance vévailaigjlity
control plane, M:N redundangcgndactiveactive L3/L4 software load balancing. Security comes from hypervisor enforced
firewalls, logging, port mirroringnd thirdparty virtual security appliances. Azure Stack HCI can live migrate VMs across
physical network& minimize downtime

AzureStack HCI & clouddelivered on-premises HCI solution. Integration with Azure extends to licensing and fees, and
the solution is provided on a subscriptimasis with charges appearing adine item on the monthly Azure billhis
enabledast deploynent and in principle instant scale up or scale down as workloads and requirements ¢liarggeng

the time consuming and difficult budgeting and capital expense approval proddeseshat the licenses for the guest
virtual machinesre not includedas part of theAzure Stack H8ubscription.

Azure Stack H@l suited for multiple use cases including:

Branch office and edgeOrganizations benefit from resilient storage and fagahilability application infrastructure
that can supportraditional businessritical applications and new container and IoT edge workloads using small
footprint, low-power, low-cost two-nodeswitchlesonfigurations

Virtual desktop infrastructure (VBIPrganizations can deploy VDI at scale vig@al desktop broker such as
Microsoft Remote Desktop Servieagl, in the medium termCitrix Virtual Apps and Desktops.

Online transaction processing (OlTR)icrosoft SQL Serv¥iMsand other enterprise database platforms can
leverage thgerformance scalability availability and manageabilitgf Azure Stack H&ir missioncritical OLTP
applications.

Business continuity and disaster recovery (B} Azure Site Recovery and Storage Reptibance BC/DRnd
native stretch clustering provides autoticdailover to restore production quickly and without the need for manual
intervention.

Enterprisevirtualizatiort Azure Stack HCI provides performance, availability, and security for a mix of application
workloads hosted in VMs. Virtualizatibased seclity (VBS) uses the Hypérhypervisor to create and isolate a
secure region of memory, segregating sectgémgsitive operations from the host operating system.

TightlyintegratedKubernetesontainerworkloads Azure Kubernetes Service on Azure StackAKESHCI)
automates anarchestraescontainerizedapplications on Azure Stack HCI clusters-HKESimplifies Kubernetes
deployment and managemeand ensures mobility of containerized applications between the cloud apcearises
clusters.

© 2021by The Enterprise Strategy Group, Inc. All Rights Reserved.
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Azure Stack HCI provides a secure platform for these and other use cases and wbtklahtissecurity and quality
updatesarel @ Af 60t S 2y SXBI &¢ Y&A ¥ 81 A YKAdidstratdrs/caniépiby updd®sl IS NJ
without disrupting VMs or incurring cluster downtime usingt-in ClusterAware Updating.

Intel Xeon Scalable processors, with performance optimized for HCI workloads aimdMiteleration, provide the
O02YLMzi§ F2dzyRIlGA2Yy 27F | lerdeiBed fecutithplpsito/thwabt maligidus éxgaits while NR & |
maintaining workload integrity and performané#ficient encryption providesusted data service delivery at rest,use,

and inflight. The Securedore server collaboration between Microsoft, Intel, and OEMs simplifies enablement of
advanced security features from the silicon up based on a hardwarefrtost, extending up through the firmware,
isolating parts ofhe system, and better protecting sensitive data like credentaisiwareenhanced virtualization and
support forlntel Optane persistent memo(lPMEM accelerates the performance of Azure Stack HCI workloads.

Intel Optane Persistent Memory is a new nogyntechnology that providdewer latency large capacity, and support for
data persistencePMEMis packaged in DIMddike traditional DRAM and resides on the same bus/channels as DRAM
memory. Unlike DRANPMEMcan operate in a persistent modsoring dta even without power applied to the module
which comes with added security to keep the data.saf@lPMEMis available in 128 GB, 256 GB, and 512 GB &IMM
much larger than DRAM DIMMJsing Intel OptanEeMEMenables organizations to increase memoryacéy, lowering
overall TCO while maximizing VM dens#iedsimultaneouslyncreasng memory security with automatic hardwalevel
encryptionand protection from power failures

Azure Stack HCanleverage Intel Optane SSich replace traditional AND flash technology withtel Optane
technologywhichis designed to deliver faster performarfoelow queuedepth workloads, exhibiting high throughput for
single accesses amdrylow latencyWhereas flash must erase a 2K&<B block before writing, eabitel Optane
technologylocation can be individually addressed and written. This results in an SSD providing cpesfetemince and
latency regardless of write activitptel Optane DC 88 can offer &igh-performancedatacaching tier with ultranigh
enduranceup to 100drive writes per dayi{WPD) to augment large SATA/N\Atbeagecapacitytiers with low

endurance under3 DWPDUsing a twetier methodology, theustomer can haviargelow-costflashbased storage
modelsthat are protected by the Intel Optane SSD endurance to sustain wear leveling on the overall storage array.

Azure Stack HCI uses nasiatile memory expregdlVMe for fast and efficient movement of data to traditiohe3ANDand

Intel Optane SSDBIVMesupports massive parallelizati@anabling vast amounts of parallel I/O operations over each
Y2RSQa t/ LS 0dzax NBRddzOAYy3a 620Gt SySO1a FyR 1 SIBeBDNANDRI
SSDdncluding the P4610 and P4510 S&R&end capacity while providing consistent performance using the NVMe
interface.

Intel Ethernet 800 Series network adapters enable Azure Stack HCI to move volumes of data efficiently and securely ac
on-premises, edge, and cloud infrastructyregpporting multiple storage protocols and maximizing virtual resources. Intel
Ethernet &0 Series network adaptessipport1G200GEthernet Speedandboth iWARP and RoCEv2 RD&frabling

Azure Stack H@tministrators to choose frostoragespeeds anghoice of RDMA

© 2021by The Enterprise Strategy Group, Inc. All Rights Reserved.
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ESGrechnicalalidation

ESG performed evaluation and testind\mfire 8ack HCI using the Int8blution€Engineering Lald.estingand
demonstrations were designed to demonstréie simplicityandflexibilityof on-premises and cloud management. We
also examing the performance andcalabilityof the infrastructure foOnline Transaction Processir@L(TPand other use
cases.

Simplicity and Flexibility of.ocalOperations

Windows Admin Centedesigned tantegratewith Azure Stack HCI, is local and always available. Administrators use
Windows Admin Center for initisétup, hardware management, troubleshooting, and infrastructure management. Azure
Stack HCI is tightly integrated with Azamed customescan useAzure Portal, a cloudldased highly scalable management
console providing global visibility, monitoring aadusity services, billing, and access to support.

ESG Testing

ESG explored typical local operations and management actifgtiesingon the simplicity and flexibility provided by
T dzNB {GFO1 1/LQa FIFYAEALFN 2 Ay R#dashboar YohaprevioBsy cdbiglired 2nda 2
running deployment in a demo environment.

As shown irfrigure2, the dashboard summarizes Ke¢lIstate and performance inthtorsand provide at-a-glance
understanding of the health and performancetu system Cluster data included server and drive count and health, and
CPU, memory, and storage usage. The dashboard also provided data on the number and health of Viirteal andc
storage volumes. Dashboard elements are updated in real time and administrators can drill down for more detailed
information.

Figure2. Windows Admin Center: Azure Stack HCI Dashboard
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@
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@

SourceEnterprise Strategy Grou

Next, we explored the Azure Stack HCI storage performance metrics. As shigunel3) Azure Stack HCI records storage
IOPS, latency, and throughpanhd Windows Admin Centgraphsthese critical measures of performance. The dashboard
also enabled rapid identification of stgeperformance issues by automatically displaying a graph of/€low |
transactions, with a useselectablehresholdfor what constitutesslow. These visualizations enabled us to rapidly
understand the current and optimal performance of the system.

© 2021by The Enterprise Strategy Group, Inc. All Rights Reserved.
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Figure3. Windows Admin Center: Azure Stack HCI Storage Performance
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ESG next explored the storage volumes. As shokigune4, Windows Admin Centelisplayed arolume summary
showing the stat®f all volumesandthe volume inventory provided a list of volumes, detailing the file system type,
resiliency, and size. Usage was displayed graphically, with colors indicating when usage was aftpeoaehximgum

Windows Admin Center enabled us to rapidly and easiyesrexpand, delete, and manage volumes, and providedan at

a-glance summary of volume status.

Figure4. Windows Admin Center: Azure Stack HCI Volukt@nagement
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We selected thédpplvolume and displayed the volume performance stats, as shokigune5. As with storage
performance, Azure Stack HCI tracks the performance ofvehaine. IOPS, latency, and throughput were displayed
graphically, enabling us to rapidly identify any performance issues and ensure the system was operating correctly.

© 2021by The Enterprise Strategy Group, Inc. All Rights Reserved.
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Figure5. Windows Admin Center: Azure Stack HCI Volume Perfmoe
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Next, we explored the virtual machines running on the Azure Stack HCI Systdiamiliar interface from Windows Admin
Center displayed a list of all VMs with detaisluding the host server, CPU and memory utilization, and storage footprint,
enabling us to rapidly understand the state of all VMs in the environmerfigae6). We could quickly and easily

create, destroy, and manage VMs using the familiar Windows Admin Center UI.

Figure6. Windows Admin Center: Azure Stack HCI Virtual Machine Management
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Microsoft hardware partners can create Windows Admin Centeripfutp customize the management of hardware. We
reviewed a plugn that presented a graphical overview of the physical server showing the front arfthbatKdocation of
drives, and the status of I/O interfaces and power supplies. From th@plug could review hardware configuration and
status, simplifying hardware management and operation of the HCI system.

© 2021by The Enterprise Strategy Group, Inc. All Rights Reserved.
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Figure7. Windows Admin Center: Azure Stack HCI Hardware Management via VendoriRtug
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o Why This Matters

SourceEnterprise Strategy Grou

IT organizations quickly discover that delivering the simplicity, speed, accessibility, scididiiiiyy, seHservice, and
other benefits of private clouds can be a complex and painful exercise, requiring the coordination and integrati

many components.

ESG validated that Azure Stack HCI combined compute, memory, storage, and networkiogsrego a

comprehensive, integrated solution, eliminating the complexaaddous effortof connectingintegratingand

managing stacks of disparate equipment. We fahadthe familiarWindows Admin Center interface further simplifi
managing the aister. Using Windows Admin Center enabled us to rapidly understand the current state and heal
the cluster. We could easily manage storage, volumes, and virtual machines. Azure Stack HCI provided resout
management flexibility, enabling us to balanoepeting needs for scarce resources.

4 Thisimageis for example purpose onljt does not represent the system used for testing in this report
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Simplicity and Flexibility of Cloud Operations

A key feature of Azure Stack HCI is the tight integration with Azynghdeh simplifies management and operation of
complex and distributed environments acrosspoemises, edge, and muttloud. The benefits of using Azure Arc to
manage Azure Stack HCI and other cloud services include:

Organize and govern across environmeriBsganizeand manage resources such as Windows and Linux servers
Kubernetes clusterand Azure data servicesth the Azure portal, Azure Lighthouse, scripting tools, and APIs.
Enforce organization policies astdndards anéssess compliance at scale for all resources.

Manage Kubernetes apps at scal@eploy and managKubernetes apps with GitHub and Azure policy, ensuring that
applications are consistently deployed and configured from source control.

Run Azure Arc data services anywhefiasure consistency in data governance and security, manage costs efficiently.
anduse the latest innovations in cloud, automation, elastic scale, and unified management for data workloads
running across hybrid infrastructure.

Bring Azure security anywheré&rengthensecurity posture and protect againbteatswith AzureDefender Centil
management and rolbased access controls simplify management and security for access to data and sources.
Detect, investigate, and mitigate security incidents using Azure Sentinel, anatgdsecurity information and event
manager (SIEM).

ESG Tesig

ESG explored managing Azure Stack HCI using the Azure Postati®deby registering the Azure Stack s$iGtemwith
Azure, as shown frigure8. Registration waa quick and simple processd, after entering our credentiaisyas
completed almost instantly.

Figure8. Registering Azure Stack HCI with Azure

Register Azure Stack HCI

Azure Stack HCl works best when regularly connected to Azure, Learn why &

Registration

Azure 2ul beeription ID Register Azure Stack HCI

hcicluster View in Azure Portal &

Azure region
US West 2

Unregister
® Createnew O Use existing

Connection heicluster

& oK US West 2

Source: Enterprise Strate@youp

Despite being deployed dnINB YA & Sax ! T dzNBOf{I(aradinQHe fzike SwageAll AzureF StabkBHT
instances are visible in the Azure portal without having to resort to agents or custom scripts. Thus, administrators can ta

© 2021by The Enterprise Strategy Group, Inc. All Rights Reserved.
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advantageof the standard Azure Resource Manager constructs, including identity and access management and managir

resources at scale.

As shown irfrigure9, Azure Stack HCI appgas one of many available resouritethe Azure portal. Using the portal, we
displayed the list of all Azure Stack HCI clusters, including status, connection, host, VM, and hardware solution detalils. ,
with all other Azure resources, we could tag alelrfthe Azure Stack Hfglsources angelect any resource to drill down

for additional information and management options.

Figure9. Native Integration of Azure Stack HCI into Azure Portal
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Source: Enterprise Strate@youp

We selected the clustewhich displayed thézure Stack HCI dashboard. As with the Windows Admin Center version of the
dashboard, the Azure Portal version provided aargiance summary of the state and health of thestdr, along with

graphics showing the storage IOPS and latency performance. This dashboard integration etmbksithe cloud portal

to ensure all clusters in our environment were healthy and providing optimum performance for our workloads.

Figurel0. Azure Portal: Azure Stack HCI Dashboard
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Source: Enterprise Strate@youp
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Next, wepreviewed a featurevhichwill be made available as part of the Azure Staclsét@icein the nearfuture. We

used the Azure Portal to create a virtual machine on an Azure Stack HCI cludtdf.cFeation wizard walked us through

the necessary steps and deployed the virtual machine on the cluster. We also observed that these actions were support
by APIs and weould write scripts to automate and orchestrate VM management from the cloud.

Figurell. Azure Portal: Create an Azure Stack HCI Virtual Machine

Source: Enterprise Strate@youp

o Why This Matters

The desired state of optimal performance, utilization, and compliacr@ess a hybrid multloud environmentannot
be achieved using a seriesoofpremisegoint tools. Looking at any subset of infrastructure resources in isolation
cannot achieve modenT goals; the scale is simply too vast for humans with spreadsimeitdarge collection of
disparate management systems.

ESGalidated that the tight integration of Azure Stack HCI into Azure enabled us to manag@mmises Azure
Stack HCI clustels part of our Azure cloud resources. Using the Azure portal enabled us to evaluate and achie
optimal performance, utilization, and compliance. As Azure Stack HCI appears as another native Azure resour
could leverage Azure APIs and scriptingutoraate and orchestrate Azure Stack HCI operatiang to integrate Azure
Stack HCI into our Azure operating environment. The visibility, flexibility, insights, automation, and orchestratio
provided by the Azure integration ensures organizations caroptistize and deliver their required storage and
compute capacity and performance-premises and in the cloud.
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